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Recommender Systems

Music E-commerce

News Social network Location-based service

Online Advertising App

Video

Live broadcasting
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Selection + Matching + Re-Ranking

User Profile
à Similar users

Item Properties
à Similar items

Context 
information

Location, time

User-Item 
Interactions

Views, clicks, downloads, 
purchase, ……

……. ItemUser

Features

Candidate Generation 

Matching Prediction

Re-Ranking
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App Store and Game Center HiBoard (service) News Feed

Recommender System in Huawei
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Road Map of Recommendation Technique

2000-2006 Neighborhood based collaborative filtering

2007-2009 Matrix factorization and variants

2010-2015 Factorization machine and variants

2015-2017 Deep neural networks for user behavior prediction

2017-2018 Deep reinforcement learning for decision making
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CTR Prediction

•CTR = Click Through Rate
u It may be different under different scenarios.

•In online advertising, the advertisements are normally ranked by 
CTR×Bid:

uCTR represents user satisfaction;
uBid represents revenue; (different platforms deploy different 
bidding strategies):

pGoogle applies GSP (Generalized Second Price)；
pFacebook uses VCG (Vickrey-Clark-Groves)；

•Other ranking strategies may apply similar idea：
uGame Recommendation: CTR×LTV (Life Time Value)；
uVideo Recommendation: CTR×WT (Watch Time)；
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CTR Prediction in Huawei App Store

Ranked by CTR Ranked by CTR ×CPCRanked by CTR ×LTV

Normal App Game App Advertise App

CTR -- Click Through Rate CPC – Cost Per Click LTV -- Life Time Value
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Training and Loss Function

For input instance 𝑥" and a model 𝑀 with trainable parameters 𝜃, the prediction is 
%𝑦" = 𝑀(𝑥; 𝜃), representing the probability that the input instance 𝑥" leads to a click.

Assume the ground-truth of input 𝑥 is 𝑦" ∈ {0,1}, where 𝑦" = 1 means click.

The objective function is to minimize the cross entropy of the predicted values and the ground-truth:

ℒ =2
"

−𝑦" log %𝑦" − 1 − 𝑦 log(1 − %𝑦")

In recommendation scenarios, there are categorical features and numerical features.
Categorical features are represented by one-hot encoding:

𝑥 = [𝑾𝒆𝒆𝒌𝒅𝒂𝒚 = 𝑭𝒓𝒊𝒅𝒂𝒚, 𝑮𝒆𝒏𝒅𝒆𝒓 = 𝑴𝒂𝒍𝒆, 𝑪𝒊𝒕𝒚 = 𝑺𝒉𝒂𝒏𝒈𝒉𝒂𝒊]

𝑥 = [𝟎, 𝟎, 𝟎, 𝟎, 𝟏, 𝟎, 𝟎 𝟎, 𝟏 𝟎, 𝟎, 𝟏, 𝟎…𝟎]
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Feature Interactions Are Important

User click is a complicated behavior to model:

• Both low-order and high-order feature interactions play important roles to model user click behaviors.

ü People like to download popular apps à id of an app may be a signal for CTR

ü People often download apps for food delivery at meal time à interaction between app category 
and time-stamp may be a signal for CTR

ü Male teenagers like shooting game or RPG à interaction of app category, user gender and age 
may be a signal for CTR

• Some feature interactions can be easily understood and thus can be designed by experts (like the 
instances above). Most other feature interactions are hidden in data and difficult to identify (e.g., 
“diaper and beer” rule). They can be mined automatically by machine learning algorithms.
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Wide Models: LR (Logistic Regression)

Ø Binary Classification problem.
Ø The model outputs the click probability.

• Feature Interaction：Non-linear relationship among 
features are modeled by feature interactions.

Manually designed.
Cartesian product à dimension explosion.

Ø Categorical Features are represented by one-hot encoding

Tens of millions à Thousands of billions

𝑥 = [𝑾𝒆𝒆𝒌𝒅𝒂𝒚 = 𝑭𝒓𝒊𝒅𝒂𝒚, 𝑮𝒆𝒏𝒅𝒆𝒓 = 𝑴𝒂𝒍𝒆, 𝑪𝒊𝒕𝒚 = 𝑺𝒉𝒂𝒏𝒈𝒉𝒂𝒊]

𝑥 = [𝟎, 𝟎, 𝟎, 𝟎, 𝟏, 𝟎, 𝟎 𝟎, 𝟏 𝟎, 𝟎, 𝟏, 𝟎…𝟎]

• User.Install ⊗	current Item
• User.Gender ⊗	Item.Type
• User.Age ⊗	Item.Type

Ø The most popular optimization algorithm for LR model is FTRL

•Ad Click Prediction: a View from Trenches. In KDD’13, from Google

Prediction function

Loss function
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Wide Models: FM (Factorization Machine)

For x=[Weekday=Friday, Gender=Male, City=Shanghai]

Ø Represent each feature by a latent vector;
Ø The interaction between two features is represented by the inner product of 

corresponding vectors；
Ø FM is an extend version of MF (Matrix Factorization), with rich side information;

•Factorization Machines. In ICDM’10 •Field-aware Factorization Machines for CTR Prediction. In 
Recsys’16
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Difficulties for Neural Networks in CTR Prediction

…

…

…

00 01 10 0… 1M

500

500M

High-dimensional sparse raw features

Fully-connected layers

Feature interaction layers

Feature representation layers
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LSTM\GRUCNN LayerProduct operation

Attention机制 Memory-based network

1
…

v1
iwi v3

iv2
iw0

1
…

v1
jwi v3

jv2
j

Ⅹ ⅩⅩ

∫

field i
field j

Design of Feature Interactions
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PNN, ICDM2016 PIN, TOIS2018，HuaweiDeepFM, IJCAI2017, Huawei xDeepFM, KDD2018, MSRA

Product Operation

Attention Operation

AFM, 2016 DIN, KDD2018，Alibaba DIEN, AAAI2019，Alibaba Bert4Rec, 2019，Alibaba

Product and Attention
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Latent Cross, 2018, Google DIEN, 2018，Alibaba Caser, 2018 FGCNN，WWW2019，Huawei 

RNN/CNN family

RUM, WSDM2018 KV-MN, SIGIR2018 CMN, SIGIR2019

Memory-based

HPMN, 2019，Alibaba 

RNN/CNN and Memory-based 



HUAWEI TECHNOLOGIES CO., LTD. Huawei Confidential Page 23

PNN

Inner product

Outer product

Product Operation

ü Feature interaction is represented by Product Operation.

Neuron operations in traditional 
additive networks：
Weighted sum à activation function

Product-based Neural Networks for User Response Prediction. In ICDM’16
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Wide & Deep
Wide & Deep Learning for Recommendation Systems. In Recsys’16 workshop

Wide 
Component

(LR)

Deep 
Component

(DNN)

Wide & Deep Learning Google Play

Wide 
Component

Deep Component
A second-order 

feature interaction 
is learned by LR
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DeepFM

DeepFM:
• Using FM as the Wide Component, so feature engineering 

is not need.
• The same embedding supports both FM Component and 

Deep Component.
• The parameters of embedding are trained via back-

propagation from both Wide Component and Deep 
Component.

Limitation of Wide & Deep Model:
• Feature engineering is need for the input of Wide Component, 

because of using LR model.
• What if using FM model as “Wide”? In the experiments, we also 

try replacing LR with FM (but the input data for them are 
separated).

DeepFM: A Factorization-Machine based Neural Network for CTR Prediction (IJCAI 2017,Huawei)



HUAWEI TECHNOLOGIES CO., LTD. Huawei Confidential Page 26

DeepFM

wide models

deep models

Wide & deep models

•The Champion team ensembles a set 
of models, which includes DeepFM
model.

•It opensources our DeepFM. 
•Only two deep models for CTR Prediction are 
implemented by this platform: DeepFM, Wide & 
Deep.
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PIN

Feature 1 Feature 2 Feature N

Embed 1 Embed  2 Embed N                             Embedding
                             Layer

Fully Connected Layers

Prediction

Sub-net 1 Sub-net 2 Sub-net i

F1 F2

FC layer

Hidden 
State

F1*F2

Product-based Neural Networks for User Response Prediction over Multi-Field Categorical Data(TOIS 2019,Huawei)
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PIN

Accepted by TOIS 2019
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DeepFM and PIN: Online Experiments

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7 Day 8 Day 9 Day 10 Day 11 Day 12

CTR of LR, DeepFM and PIN
baseline（线性模型，实时更新） DeepFM PIN

Scenario: “fun games” in Huawei App Market and “guess you 
like” in Huawei Game Center
Test users: 1% à 10% à30% à 90%
Metric: CTR
Conclusion: Improve CTR by more than 30% in average.
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Embedding

• Architecture of deep learning models for RecSys: Embedding + Feature Interaction + MLP
• AutoML techniques can be applied in all such three components.

AutoML in Deep Learning Models for RecSys
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P-th order feature 
interactions

Feature interactions

Automatically decide feature groups

AutoGroup: Automatic Feature Grouping for Modeling High-
order Feature Interactions

• Previous models learn feature interactions by 
enumerating them all and up to second order.

• We learn high-order feature interactions efficiently, 
avoiding brute-force enumerating.
ü For each order of feature interactions, we select 

several groups of features automatically.
ü For each such group, generate corresponding 

order of interactions.
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AutoFIS: Automatic Feature Interaction Selection in 
Factorization Models

• Not all the feature interactions are useful. Useless 
interactions may bring unnecessary noise and 
complicate the training process.

• We identify useful feature interactions beforehand, in 
an automatic way and then make the model focus on 
learning over such useful interactions.
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AutoFeature: Searching for Feature Interactions and Their 
Architectures

Feature 1 Feature 2 Feature N

Embed 1 Embed  2 Embed N                             Embedding
                             Layer

Fully Connected Layers

Prediction

Sub-net 1 Sub-net 2 Sub-net i

F1 F2

FC layer

Hidden 
State

F1*F2 • In PIN model, all the feature interactions are modeled by 
sub-nets with exactly the same architectures.

• In AutoFeature model, we search automatically different 
architectures for different subnets.
ü Complicated feature interactions are modeled by 

complex architectures.
ü Simple feature interactions are modeled by trivial 

architectures.
ü Useless feature interactions are not modeled.
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Conclusions and Future Directions

• Learning Feature Interactions effectively is one of the key factors 

in Recommender Systems.

• Reinforcement Learning, AutoML and Graph Neural Networks are 

promising future directions to explore.
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Deep	Learning:	
• Huifeng	Guo,	Ruiming Tang,	Yunming Ye,	Zhenguo	Li,	Xiuqiang He:	DeepFM:	A	Factorization-Machine	based	Neural	Network	for	CTR	Prediction.	IJCAI	2017
• Huifeng	Guo,	Ruiming Tang,	Yunming Ye,	Xiuqiang He:	Holistic	Neural	Network	for	CTR	Prediction.	WWW	2017
• Weiwen	Liu,	Ruiming Tang,	Jiajin Li,	Jinkai Yu,	Huifeng Guo,	Xiuqiang He,	Shengyu Zhang:	Field-aware	Probabilistic	Embedding	Neural	Network	for	CTR	
Prediction.	RecSys 2018

• Bin	Liu,	Ruiming Tang,	Yingzhi Chen,	Jinkai Yu,	Huifeng Guo,	Yuzhou Zhang:	Feature	Generation	by	Convolutional	Neural	Network	for	Click-Through	Rate	
Prediction.	WWW	2019

• Wei	Guo,	Ruiming Tang,	Huifeng Guo,	Jianhua Han,	Wen	Yang,	Yuzhou Zhang:	Order-aware	Embedding	Neural	Network	for	CTR	Prediction.	SIGIR	2019
• Huifeng Guo,	Jinkai Yu,	Qing	Liu,	Ruiming,	Yuzhou Zhang:	PAL:	A	Position-bias	Aware	Learning	Framework	for	CTR	Prediction	in	Live	Recommender	
Systems.	RecSys 2019

• Yanru Qu,	Bohui Fang,	Weinan	Zhang,	Ruiming Tang,	Minzhe Niu,	Huifeng Guo,	Yong	Yu,	Xiuqiang He:	Product-based	Neural	Network	for	User	Response	
Prediction	over	Multi-field	Categorical	Data.	TOIS	2019

Reinforcement	Learning:
• Feng	Liu,	Ruiming Tang,	Xutao Li,	Yunming Ye,	Huifeng	Guo,	Xiuqiang He:	Novel	Approaches	to	Accelerating	the	Convergence	Rate	of	Markov	Decision	
Process	for	Search	Result	Diversification.	DASFAA	2018

• Haokun Chen,	Xinyi	Dai,	Han	Cai,	Weinan	Zhang,	Xuejian Wang,	Ruiming Tang,	Yuzhou Zhang,	Yong	Yu:	Large-scale	Interactive	Recommendation	with	Tree-
structured	Policy	Gradient.	AAAI	2019

• Feng	Liu,	Huifeng Guo,	Xutao Li,	Ruiming Tang,	Yunmin Ye,	Xiuqiang He:	End-to-End	Deep	Reinforcement	Learning	based	Recommendation	with	
Supervised	Learning.	WSDM	2020

Graph	Neural	Networks:
• Jianing	Sun,	Yingxue	Zhang,	Chen	Ma,	Mark	Coates,	Huifeng Guo,	Ruiming Tang,	Xiuqiang He:	Multi-Graph	Convolution	Collaborative	Filtering.	ICDM	2019

AutoML:
• All	under	reviewing	process.

Selected Publications
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tangruiming@huawei.com


